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Preface
In order to support the development of Operational Marine Biology (OMB) products, several
technologies are developed within the ANERIS project. In particular, several digital image-based
observations are now being collected in the context of the project, either based on participatory
observations, gathered under the MINKA platform, either using underwater bio optics from a
particular site, such as the technology EMUAS. These approaches of observations allow
generating an important amount of digital images, for which the task is to recognise the species,
which are present at these sites. The amount of data prevents a pure human based recognition,
as this would be highly time-consuming and prone to human bias.

For this reason, one of the technologies developed in ANERIS is a system aiming to detect and
characterize macro-organisms in the images collected, in particular underwater images, named
AIES-MAC for Automatic Information Extraction System for MACroorganisms (Figure 1).

This deliverable introduces and documents the first version of the AIES-MAC open source code,
which proposes to complete an automatic detection of the species on a digital image by their
characterisation based on characteristics extracted from their automatic segmentation. It also
gives the direction of the next developments before the end of the project.

Figure 1: Infographics introducing the AIES-MAC technology produced for co-design activities
by PENSOFT and Science For Change.
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Summary
The technology focuses on detecting and identifying macroorganisms from single images
acquired from citizen smartphones, underwater cameras or from EMUAS, after processing by
ATIRES (Automatic underwaTer Image REstoration System). These single images can come from
single shot captures or videos.

Given one image as input, AIES-MAC aims to recognize regions of interest (ROIs) containing
one macroorganism. The purpose is to segment (not only detect) the macroorganisms and
extract size, shape, texture, or other parameters that can feed the characterisation and the
taxonomic classification. It focuses on explainable indices to add to the databases of
measurements, which can be interpreted by humans, in opposition to black box classification by
deep learning.

Identifying automatically the different organisms in underwater images is a challenging task,
since many of the benthic images are considerably complex because of a rich background in
the images, and pelagic images can suffer from blurriness and lack of resolution and do not
focus on all the species present in the image.

The approach taken in AIES-MAC is composed of many steps. First input images are
automatically analysed to produce some quality metrics, which will serve as indicators of the
quality and content of the images in order to automatically adapt the workflow to the images and
their complexity. Then an adapted pretrained model for the creation of bounding boxes around
each macroorganisms (detection) together with a prediction of its species (classification) is
applied. The detected bounding boxes are then fed to a foundation model of segmentation to
obtain the contour of the macroorganism within the bounding box. A list of human interpretable
characteristics such as texture, colour, shape and size are then automatically extracted and
associated to the detection. These characteristics can then serve to refine or correct a
classification but also as indexes to search in the database of observations for instance.

The code takes for now the form of Jupiter notebooks in python and its current version
associated to this deliverable is publicly released as Release associated to D3.6 · perrine
paul-gilloteaux / ANERIS_AIES-MAC · GitLab. The minimum resources to run are under
investigation: for now it was run on a cluster with a NVIDIA A100 graphical card and 16Gb
RAM. The final form will depend on the prioritized OMB products.

The next steps will be mainly to apply and adapt if needed this code to the different OMB
products defined in the consortium, in particular for participatory science and bio optics
applications. For the latter, the video format will also allow defining and extracting information on
the observed species dynamical behaviour by image-based tracking methods. Real cases will
allow the validation and possible improvements of the technology, in particular to assess the
need for a 3D estimation of the pose and for the segmentation of subparts of the organism
(such as tail, head, eyes…). Another development to come is the calibration of the images
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(giving a physical size and ideally 3D position of each pixel in the image). ATIRES is not yet
embedded, but the aim is to use it both for the color restoration and quality improvement of the
input images, but also to use the generated depth map estimation to help a 3D calibration.

List of Abbreviations
ATIRES – Automatic underwaTer Image REstoration System

DL – Deep Learning

DMP – Data Management Plan

DOI – Digital Object Identifier

EMUAS – Expandable Multi-imaging Underwater Acquisition System

OMB – Operational Marine Biology

ROI – Region Of Interest

ROIs – Regions Of Interest

SAM – Segment Anything Model

UCIQE – Underwater color image quality evaluation

UICM – Underwater Image Colorfulness Measure

UIConM – Underwater Image Contrast Measure

UISM – Underwater Image Sharpness Measure

UIQM – Underwater Image Quality Measure

YOLO – You Look Only Once

1. Documentation of the workflow
The approach taken in AIES-MAC is composed of several main steps, relying on computer
vision tasks explained in Figure 2. First, input images are automatically analysed to produce
some quality metrics, which will serve as indicators of the quality and content of the images in
order to automatically adapt the workflow to the images and their complexity. Then an adapted
pretrained model for the creation of bounding boxes around each macroorganism (detection)
together with a prediction of its species (classification) is applied. The detected bounding
boxes are then fed to a foundation model of segmentation to obtain the contour of the
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macroorganism within the bounding box. The segmentation is an instance segmentation,
since there is a possibility for a bounding box to contain several macroorganisms if one is above
the other one. A list of human interpretable characteristics such as texture, colour, shape and
size are then automatically extracted and associated to the detection. These characteristics can
then serve to refine or correct a classification but also as indexes to search in the database of
observations for instance. Figure 3 summarizes the main steps of this strategy.

Figure 2: Adapted from [1]  : a) image-level classification (list of taxonomic species presented
in the images without position);  b) object detection (list of bounding box with detected objects:
object classification can be added to give a taxonomic name to each detected object), c)
semantic segmentation (mask of object of interest , separated from background), d) instance
segmentation (every object has its own mask and identity).

Figure 3: Summary of the main steps of AIES-MAC: from an input image, candidate-bounding
boxes are automatically extracted, together with a preproposal of classification of the species
(DL-based detection and classification). Each bounding box is then used to compute a mask of
the species (DL-based segmentation). Features are then extracted from this mask and the
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original image based on the mathematical expression of human interpretable characteristics
(size, shape, texture..) which can then be used in a classifier or for sorting.

The following sections explain each step of the workflow, together with the link to the
corresponding jupyter notebook. Respecting ANERIS DMP, all the notebooks are part of the
release associated to this deliverable Release associated to D3.6 · perrine paul-gilloteaux /
ANERIS_AIES-MAC · GitLab. The associated DOI to the source code of this release is
https://doi.org/10.5281/zenodo.14329537. The minimum resources to run are under
investigation: for now it was run on a cluster with a NVIDIA A100 graphical card and 16Gb
RAM.

1.1Select and load image

This step is for development purposes only and allows selecting the image to be processed in
the following steps from a list of files in one given directory. A list of available image database
for testing is available as Annex 1

The corresponding notebook is available at the following link:

https://gitlab.univ-nantes.fr/paul-gilloteaux-p/aneris_aies-mac/-/blob/master/PrototypingNoteboo
ks/SelectAndLoadImage.ipynb?ref_type=heads

1.2Quality assessment and denoising

This step computes some quality metrics from the image, and optionally performs some
denoising.

The corresponding notebook is available at the following link:

https://gitlab.univ-nantes.fr/paul-gilloteaux-p/aneris_aies-mac/-/blob/master/PrototypingNoteboo
ks/Quality_Assessment_Denoising.ipynb?ref_type=heads

The following metrics are computed using the definition and implementation described in [2] and
[3].

● UICM Underwater Image Colorfulness Measure (chroma)
● UISM Underwater Image Sharpness Measure
● UIConM Underwater Image Contrast Measure
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● UIQM Underwater Image Quality Measure, linear combination of sharpness, chroma and
contrast.

● UCIQE Underwater color image quality evaluation, linear combination of chroma,
saturation and contrast.

1.3Detection and default proposed classifications

This step performs detection and classification using pre-trained models. An important notion to
have about these detection and classification models is that they are trained using a defined list
of species, and which a particular type of images, and will fail with new species or completely
different images. A few pretrained models are available, in particular YOLOv8 OBSEA, which
was trained on the OBSEA (Barcelona, Spain) images and should be used with EMUAS
images. A “How to train you own model” section will be added to the AIES-MAC GitLab. YOLO
developers are also providing some guidelines and notebook [4] to do so if a partner of the
project has his/her own dataset, in order to adapt it to a particular OMB product.

The list of currently implemented models is given in Annex 2

The corresponding notebook is available at the following link:

https://gitlab.univ-nantes.fr/paul-gilloteaux-p/aneris_aies-mac/-/blob/master/PrototypingNoteboo
ks/Detection.ipynb?ref_type=heads

This step provides as output a list of bounding boxes (the minimally sized box containing the
object of interest) of detections and some species names as proposed by the model. Note that
we keep for now all detections in order to assess the capacity of our feature extraction to
remove false detections such as the background element detected as a fish in Figure 4.

Figure 4 : Example of YOLOv8 based automatic detection with two different model weights : left
from YOLOv8 trained by OBSEA as proposed in the European project Imagine and right from
the Megalodon detector from Fathomnet. Links to the models are provided in Annex 2.
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1.4Segmentation

Segmentation is performed for each detected bounding box using the foundational model
Segment Anything [5].

Segment Anything Model SAM is a promptable foundation model for instance segmentation
(Figure 5), the point prompt can be replaced by a grid of point generation. In AIES-MAC, the
bounding boxes generated at the previous detection step are used as input prompts.

Figure 5 : example of grid prompt (first row) and point prompts on the elements of interest
(second row) given to SAM.

The corresponding notebook is available at the following link:

https://gitlab.univ-nantes.fr/paul-gilloteaux-p/aneris_aies-mac/-/blob/master/PrototypingNoteboo
ks/Segmentation.ipynb?ref_type=heads

The output of this step is a list of segmentation masks (Figure 6) which allows getting the
contours and their content in the original image by simply multiplying the mask by the image,
setting all pixels not in the segmentation mask to zero in the original image.
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.

Figure 6 : example of segmentation mask multiplied by the original color image.

1.5Feature extraction

This step gathers information from previous notebooks and extracts features from masks. It
appends all the results in an excel file with one line per detection.

The corresponding notebook is available at the following link:

https://gitlab.univ-nantes.fr/paul-gilloteaux-p/aneris_aies-mac/-/blob/master/PrototypingNoteboo
ks/Feature_extraction.ipynb?ref_type=heads

In the version of AIES-MAC at the date of this deliverable, the implemented features, as
illustrated in Figure 7 are:

● Parametric shape descriptors (simple length based measurements such as the Feret’s
lengths that can be combined to obtain aspect ratio, roundness etc… , as exemplified in
the notebook)

● Non parametric shape descriptors: AIES-MAC uses the Elliptic Fourier Descriptors as
described in [6], normalized to be rotation- and scale-invariant.

● Texture descriptors, using the gray-level invariant Haralick texture features as described
in [7].

The output is, for now, an excel file (Figure 8) that can be further analysed, for example using
the Data Visualisation step provided.
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Figure 7 : Illustration of features generated by the feature extraction step. The Haralick
features schema explanation is extracted from [7].

Figure 8 : example of excel file generated by the feature extraction step
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1.6Data visualisation

This step aims to provide some preliminary data mining on the results generated by the
previous steps.

The corresponding notebook is available at the following link:

https://gitlab.univ-nantes.fr/paul-gilloteaux-p/aneris_aies-mac/-/blob/master/PrototypingNoteboo
ks/DataVisualization.ipynb?ref_type=heads

Two examples are provided. One is the exploration of features after reduction by linear
composition, with unsupervised (Principal component Analysis, Figure 9) or supervised (Linear
Discriminant Analysis, Figure 10) methods. This aims to demonstrate how the features could be
used for the species classification. The principal component analysis could be used to detect
any outlier in a classification based on interpretable features, or to refine a particular
classification. It also shows which features are the most discriminant. The Linear Discriminant
Analysis can tell how useful the selected features are to discriminate species and if they are
sufficient. It could also be used to perform some machine learning based classification of
species, when an unclassified object can be classified according to its distance to the classified
species in this space. The second example exploits the generated image quality metrics to
detect a problem of visibility in the images from one of the EMUAS sites on the 15th of
November 2024 (Figure 11).

Note that these examples are very preliminary and use a very limited set of images, and are
only used for documentation and demonstration purposes.
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Figure 9 : Example of use of the extracted features from macroorganisms extracted on 7
arbitrary selected images from the 15/11 EMUAS public database (listed in Annex 1) for
unsupervised analysis. All extracted features are reduced to two axes using a Principal
Component Analysis. For information, the texture descriptors and Elliptic Fourier Descriptors are
the ones with more weights in the first and second principal axes. The proposed species as
proposed by the detection and classification steps are added in legend but were not used to
create the linear composition of the principal axes. The Coris julis for example is not
discriminated from the Dentex dentex by this combination of features.
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Figure 10: Example of use of the extracted features from macroorganisms on 7 arbitrary
selected images from the 15/11 EMUAS public database (listed in Annex 1) for supervised
analysis. All extracted features are reduced to two axes using a Linear Discriminant Analysis,
such that they maximize the distance between attributed species. The purpose of this analysis
is to demonstrate that the features can discriminate between different species, and could be
used in explainable machine learning for example.
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Figure 11 : Example of quality monitoring over time on 7 arbitrary selected images from the
15/11 public dataset from EMUAS public database (listed in Annex 1), time is expressed as
HHMMSS. A drop down in UICM metric (red dots) was detected, corresponding indeed as a
blurrier image as expected.

2. Road map for the next developments
ANERIS provides AIES-MAC (still 2 years of dev to come) which can be adapted to several
questions. Figure 12 gives example results of segmentation for several images provided by
partners. Note that the model used for detection and classification was not specifically trained
for these species, and only the detection is used. We need to define together, within the project,
the type of images to prioritize to refine the development (AGILE mode) (segmentation, feature
extraction.., need for tracking or 3D pose estimation). Now that the workflow is defined, we can
generate data for OMB products, validate it for these OMB products and add new features if
needed, for example to discriminate species or to retrieve a list of images containing a species
or candidate to be classified as a species. Also some features are available but not listed in an
specific output file, such as a co-presence list and distance to other species within one image
for example.
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The features that will be implemented next are the calibration (for now all dimensions are
expressed in pixel units and do not take into account the depth map) and denoising together
with the technology ATIRES developed by the University of Haifa team.

We also aim to tune AIES MAC to be used on the BIOPOLIS participatory science observation
on rocky intertidal ecosystems, that collect images out of water, during low tide, and we will work
with BIOPOLIS team to train an adequate model based on the dataset that they have already
prepared.

Figure 12: Example of results obtained for out of water images and underwater images on
crowdy background (below) from participatory sciences.
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Annex

A.1 Non exhaustive list of Available public databases

Reference Name and
content

Aimed task Example

https://doi.org/10.1016/j.
asoc.2019.04.025

Marine
Underwater
Environment
Database
(MUED) 8600
images of
430 different
salient object

Object recognition
(detection)
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https://doi.org/10.1109/TI
P.2019.2955241

890 images
with related
GT
Underwater
Image
Enhancement
Benchmark
(UIEB)

Image enhancement

https://doi.org/10.1109/T
CSVT.2019.2963772

4000 images
Real-time
Underwater
Image
Enhancement
(RUIE)
Dataset

Image Quality ,
Underwater Color
Cast , Object
detection

https://doi.org/10.1038/s
41598-022-19939-2

Fathom Net
(plus a model
zoo of
pretrained
models)

Detection and
Classification

www.fishbase.org,
version (10/2023).

FishBase
(63800
pictures of
35400
species)

Classification

https://universe.roboflow.
com/g18l5754/fish4know
ledge-dataset/dataset/3

Fish4Knowle
dge database

Fish classification

https://minka-sdg.org/ MINKA Classification
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A.2 List of implemented detection and classification models in
AIES-MAC

MODEL NAME
AND PROVIDER

DESCRIPTION OF DATA IT
WAS TRAINED ON
(LOCATION WHEN
AVAILABLE) AND SPECIES
COVERED

ARCHITECTUR
E

TRAINED MODEL WEIGHT LINK

MBARI
MONTEREY BAY
BENTHIC

https://zenodo.org/
records/5539915
NE Pacific

Yolov5 https://zenodo.org/records/5539915/files/
mbari-mb-benthic-33k.pt?download=1

MBARI
MONTEREY BAY
315K YOLOV8

https://huggingface
.co/FathomNet/MB
ARI-315k-yolov8

Yolov8 https://huggingface.co/FathomNet/MBA
RI-315k-yolov8/raw/main/mbari_315k_y
olov8.pt

FATHOMNET
MEGALODON
DETECTOR

FathomNet/megalo
don · Hugging
Face

Yolov8 https://huggingface.co/FathomNet/megal
odon/resolve/main/best.pt

OBSEA
XLARGE

https://dashboard.c
loud.imagine-ai.eu/
marketplace/modul
es/obsea-fish-dete
ction

Yolov8 https://github.com/EnocMartinez/obsea-fi
sh-detection/releases/download/model/1
2sp_1537img_xlarge_lr_0_000375_192
0_best.pt

OBSEA NANO https://dashboard.c
loud.imagine-ai.eu/
marketplace/modul
es/obsea-fish-dete
ction

Yolov8 https://github.com/EnocMartinez/obsea-fi
sh-detection/releases/download/model/1
2sp_1537img_nano_lr_0_000375_1920
_best.pt
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